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Decision tree
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Why Decision Tree?
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Decision tree algorithm is a tree where nodes

represents features(attributes), branch represents

decision(rule) and leaf nodes represents

outcomes(discrete and continuous).

As information is measure of purity, so we can say

that left bowl is pure node, middle is less impure

and right is more impure.

Left Bowl: Purity

Middle Bowl: Less impurity

Right Bowl: High impurity



Components of Decision Tree
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1. Root Node: The topmost node in a decision tree. It represents the entire dataset and is split into two or more

homogeneous sets.

2. Internal Nodes: Nodes within the tree that represent decision points. Each internal node corresponds to an

attribute test.

3. Leaf Nodes (Terminal Nodes): Nodes at the end of the branches, which provide the outcome of the decision path.

For classification tasks, they represent class labels. For regression, tasks represent continuous values.

4. Branches: Arrows connecting nodes, representing the outcome of a test and leading to the next node or leaf.



Common Algorithms
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1.Iterative Dichotomiser - ID 3

2.Classification and regression tree - CART

1.Iterative Dichotomiser - ID 3

1. Entropy – To find Uncertainty or impurity

2. Information Gain –Maximum Information

2. Dataset: Imbalanced Class

3. Want more information

4. Understanding information gain is crucial

5. Use case:

1. Text Classification

2. Medical Diagnosis

6. Algorithm: ID3, C4.5

1.Classification and regression tree – CART

1. Gini Index – To find Impurity

2. Faster and simpler splits

3. For Large Dataset

4. Simpler calculation

5. Classes are well balanced

6. Use Case:

1. Spam Detection

2. Credit Scoring

3. Fraud Detection



Difference between ID3 and CART
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Use Case: Weather Dataset – Predict play or not
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Use Case: Weather Dataset – Predict play or not
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Use Case: Weather Dataset – Predict play or not
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Use Case: Weather Dataset – Predict play or not
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Use Case: Weather Dataset – Predict play or not
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Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for overcast outlook feature.

As, you can see from the above table all the

decision for overcast outlook feature is always

‘Yes’. Then Gini index for each feature is 0,

means it is a leaf nodes.



Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for high and normal humidity feature.



Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for rainfall outlook feature. 

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for temperature for rainfall outlook



Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for rainfall outlook feature. 

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for humidity for rainfall outlook



Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for rainfall outlook feature. 

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for wind for rainfall outlook feature



Use Case: Weather Dataset – Predict play or not
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Now,Lets focus on sub data for rainfall outlook feature. 

we need to find the Gini index for temperature,humidity and wind feature respectively.

Decision on rainfall outlook factor

we have calculated the Gini index of all the features when

the outlook is rainfall. You can infer that wind has lowest

value. so next node will be wind.



Use Case: Weather Dataset – Predict play or not
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Outcome



Use Case: Weather Dataset – Predict play or not
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As seen, decision is always yes when wind is weak. On the

other hand, decision is always no if wind is strong. This means

that this branch is over.
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