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Why Decision Tree?

IS

Decision tree algorithm is a tree where nodes

represents features(attributes), branch represents
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decision(rule) and leaf nodes represents

outcomes(discrete and continuous).
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and right iIs more impure.
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Note:- A is parent node of B and C.
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Components of Decision Tree Q
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1. Root Node: The topmost node in a decision tree. It represents the entire dataset and is split into two or more
homogeneous sets.

2. Internal Nodes: Nodes within the tree that represent decision points. Each internal node corresponds to an
attribute test.

3. Leaf Nodes (Terminal Nodes): Nodes at the end of the branches, which provide the outcome of the decision path.
For classification tasks, they represent class labels. For regression, tasks represent continuous values.

4. Branches: Arrows connecting nodes, representing the outcome of a test and leading to the next node or leaf.

Root Node ——
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Common Algorithms S'S

VST

1.Iterative Dichotomiser - ID 3

2.Classification and regression tree - CART

1.Iterative Dichotomiser - ID 3 1.Classification and regression tree - CART
1. Entropy - To find Uncertainty or impurity 1. Gini Index - To find Impurity
2. Information Gain ~-Maximum Information 2. Faster and simpler splits
2. Dataset: Imbalanced Class 3. For Large Dataset
3. Want more information 4. Simpler calculation
4. Understanding information gain is crucial 5. Classes are well balanced
5. Use case: 6. Use Case:
1. Text Classification 1. Spam Detection
2. Medical Diagnosis 2. Credit Scoring
6. Algorithm: ID3, C4.5 3. Fraud Detection
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Difference between ID3 and CART

Criterion Formula Used In Best When Computational Complexity

Gini 1— ) p? CART Faster, large datasets Lower (No log calculations)

Index

Entropy — Y pilog,p;  ID3, Imbalanced datasets, information Higher (Log calculations
C4.5 gain involved)

If speed matters — Use Gini

If class imbalance is a concern — Use Entropy
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Day outlook temperature humidity wind Decision

Use Case: Weather Dataset — Predict play or not

TS

Gini =1 - X (Pi)? for i=1to number of classes

1  sunny hot high = weak No Outlook
2  sunny hot high strong No
3 overcast  hot high  weak  Yes Outlook (Yes [No |# Instances
4 rainfall mild high  weak  Yes sunny b, 315
5 rainfall cool normal weak  Yes B
6 rainfall cool normal strong  No overcast |, 0 |4
7 overcast cool normal wtrong  Yes rainfal 3 15
8 sunny mild high  weak No
9  sunny cool normal weak Yes A - - = o B
10 |vaintil -~ mes— Y [[— 3 e Gini index (outlook=sunny)= 1-(2/5)°-(3/5)° = 1- 0.16-0.36 = 0.48
11  sunny mild normal strong  Yes g 3 2 2
G d tlook= t)=1- (4/4)°-(0/4)°=1-1-0=0
12 overcast mild high strong  Yes i i SRl
i Overcas h.Ot nO@al WEHK | Xe5 Gini index(outlook=rainfall)= 1- (3/5)* -(2/5)* = 1- 0.36- 0.16 = 0.48
14 rainfall mild high strong No |
Now , we will calculate the weighted sum of Gini index for outlook features,
Gini(outlook) = (5/14)*0.48 + (4/14) *0 + (5/14)*0.48 = 0.342
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Use Case: Weather Dataset — Predict play or not

FIHTIOS

Day outlook temperature humidity wind Decision Gini =1 - Z (Pi)? for i=1to number of classes
1  sunny hot high = weak No
2  sunny hot high strong No Temperature
3 overcast hot high  weak  Yes Temperature |Yes |No|# Instances
4 rainfall mild high  weak  Yes hot 12 |14
5 rainfall cool normal weak  Yes | |
6 rainfall cool normal strong  No cool 3 [* |®
7 overcast cool normal wtrong Yes mild 4 |2 |6
8 sunny mild high = weak No
9 | sunny cool normal = weak  Yes Gini(temperature=hot) = 1-(2/4)*-(2/4)*= 0.5
10 rainfall mild normal weak  Yes
11 sunny mild normal strong  Yes Gini(temperature=cool) = 1-(3/4)*-(1/4)* = 0.375
12 overcast mild high strong  Yes o .
") Pe—— el | wiedk | Ves Gini(temperature=mild) = 1-(4/6)*-(2/6)* = 0.445
14 rainfall mild high strong No

Now, the weighted sum of Gini index for temperature features can be

calculated as,

Gini(temperature)= (4/14) *0.5 + (4/14) *0.375 + (6/14) *0.445 =0.439
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Use Case: Weather Dataset — Predict play or not

T 13115075

Day outlook temperature humidity wind Decision Gini = 1 - £ (Pi)? for i=1to number of classes
1  sunny hot high = weak No
2 sunny hot high strong No Humidity
2 Ov_ercaSt h,Ot h?gh Weds | 1S Humidity |Yes |No |# Instances
4 rainfall mild high  weak  Yes |
5 rainfall cool normal weak  Yes high 3 4 17
6 rainfall cool normal strong No Normal 5 1T 7
7 overcast cool normal wtrong Yes
8 sunny mild high  weak No _— —_— : - - o
9  sunny e el ek | s Gini(humidity=high) = 1-(3/7)*-(4/7)" = 0.489
10 rainfall mfld normal weak  Yes Gini(humidity=normal) = 1-(6 17)%-(1/7)% = 0.244
11  sunny mild normal strong  Yes
12 overcast mild high strong  Yes
13 overcast hot normal weak  Yes
14 rainfall mild high strong No

Now, the weighted sum of Gini index for humidity features can be calculated

as, Gini(humidity) = (7/14) *0.489 + (7/14) *0.244=0.367
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Use Case: Weather Dataset — Predict play or not

T 13115075

Day outlook temperature humidity wind Decision Gini = 1 - £ (Pi)? for i=1to number of classes
1  sunny hot high = weak No Wind

2  sunny hot high strong No

3 overcast hot high weak Yes wind |Yes |No | # Instances

4 rainfall mild high  weak  Yes ; S

5 rainfall cool norrgnal weak  Yes Weak (0 = e

6 rainfall cool normal strong No strong 3 3 3}

7 overcast cool normal wtrong Yes

8 sunny mild high = weak No

9  sunny cool normal weak  Yes Gini(wind=weak)= 1-(6/8)*-(2/8)* = 0.375
10 rainfall mild normal weak Yes S B E - 9 5

11  sunny mild normal strong  Yes Glnl(wmd—strong)— 1'(3/ 6) '(3/ 6) = 0.5
12 overcast mild high strong  Yes

13 overcast hot normal weak  Yes

14 rainfall mild high strong No

Now, the weighted sum of Gini index for wind features can be calculated as,
Gini(wind) = (8/14) *0.375 + (6/14) *0.5=0.428
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Use Case: Weather Dataset — Predict play or not =

N ST T

Day outlook temperature humidity wind Decision
1 sunny hot high = weak No
2  sunny hot high strong No Decision for root node
3 overcast hot high  weak  Yes Features Gini Index
4 rainfall mild high  weak  Yes
5 rainfall cool normal weak  Yes SRHBOK DL
6 rainfall cool normal strong No temperature |0.439
7 overcast cool normal wtrong Yes
8 sunny mild high weak  No humidity 0.367
9 sunny cool normal weak  Yes e 0478
10 rainfall mild normal weak  Yes
11 sunny mild normal strong  Yes
12 overcast mild high strong  Yes
13 overcast hot normal weak  Yes
14 rainfall mild high strong No
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Use Case: Weather Dataset — Predict play or not

NS

Day outlook temperature humidity wind Decision From table, you can seen that Gini index for outlook feature is lowest. Sow
1  sunny hot high = weak No get our root node.
2 | sunny hot high strong No e
3 overcast hot high  weak  Yes
4 rainfall mild high  weak  Yes l
5 rainfall cool normal weak  Yes sunny rainfall
6 rainfall cool normal strong No outlook
7 overcast cool normal wtrong Yes
8 sunny mild high = weak No
9 sunny cool normal weak  Yes
10 rainfall mild normal weak Yes v overcast v
11  sunny mild normal strong  Yes
12 overcast mild high strong  Yes ? 8 ?
13 overcast hot normal weak  Yes ?
14 rainfall mild high strong No
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Use Case: Weather Dataset — Predict play or not

IS

Gini of temperature for sunny outlook

Day outlook temperature humidity wind decision
Temperature Yes No Number of instances
1 sunny hot high weak No o 0 5 5
2 sunny hot high strong No Cool 1 0 1
. : Mild 1 1 2
8 sunny mild high weak No |

Gini(Outlook=Sunny and Temp.=Hot) =1 - (0/2)? - (2/2)¢ =0
9 sunny cool normal weak Yes Y P

. Gini(Outlook=Sunny and Temp.=Cool) =1 - (1/1)? - (0/1)%2=0
11  sunny mild normal strong Yes
Gini(Outlook=Sunny and Temp.=Mild) =1 - (1/2)% - (1/2)4=1- 0.25 - 0.25= 0.5

Gini(Outlook=Sunny and Temp.) = (2/5)x0 + (1/5)x0 + (2/5)x0.5 = 0.2
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Use Case: Weather Dataset — Predict play or not

NS

Gini Index for humidity on sunny outlook
Day outlook temperature humidity wind decision

Humidity Yes No # Instances
1 sunny hot high weak No high 0 3 3
2 sunny hot high strong No ‘Normal 2 0 2

g |sumy | mild migh (wedk) Ive Gini(outlook=sunny & humidity=high) = 1-(0/3)*-(3/3)* =

9 sunny cool normal weak Yes Gini(outlook=sunny & humidity=normal) = 1-(2/2)*-(0/2)* =0

Now, the weighted sum of Gini index for humidity on sunny outlook features
11 sunny mild normal strong Yes
can be calculated as,

Gini(outlook = sunny & humidity) = (3/5) *0 + (2/5) *0=0
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Day outlook temperature humidity wind decision
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Use Case: Weather Dataset — Predict play or not

high weak No
high strong No
high weak No
normal weak Yes

normal strong Yes

Gini Index for wind on sunny outlook

T 13115075

wind Yes No # Instances
weak 1 2 3
strong 1 1 2

Gini(outlook=sunny & wind=weak) = 1-(1/3)*-(2/3)* = 0.44

Gini(outlook=sunny & wind=strong) = 1-(1/2)*-(1/2)*= 0.5

Now, the weighted sum of Gini index for wind on sunny outlook features can

be calculated as,

Gini(outlook = sunny and wind) = (3/5) *0.44 + (2/5) *0.5=0.266+0.2= 0.466
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Use Case: Weather Dataset — Predict play or not

Decision for sunny outlook

We've calculated gini index scores for feature when outlook is sunny. The winner is humidity

. . o because it has the lowest value.
Day outlook temperature humidity wind decision
1  sunny hot high weak No Feature Gini index
| e | | Temperature 0.2
2  sunny hot high strong No P
: : Humidit 0
8 sunny mild  high weak No Y Sunny
Wind 0.466
9 sunny cool normal weak Yes |
11  sunny mild normal strong Yes High Norinal
‘ . 3 . .. ¥
Vay. joutiook [miemp., lHumidity pwind pibecson ¢ Day . /Outlook |Temp. .| Humidity . Wind . Decision .
LY a tigh Weak Bo 9|S Cool Normal 'Weak Yes
2|Sunny Hot High Strong No i 20 \
8[sunny Mild High Weak _ INo 11{Sunny Mild Normal 'Strong  |Yes
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Use Case: Weather Dataset — Predict play or not

IS IS

Now,Lets focus on sub data for overcast outlook feature.

Day outlook  temperature humidity wind decision
) 4
3  overcast hot high weak Yes
7  overcast cool normal strong Yes Sunny Rain
Overcast ‘ . |
. . .|Outlook | .. |Humid |Wind . isi :

12 overcast mild high strong Yes T e i - .

SRam E@_o! YE :Normalr :W‘e;k :\{es:

6{Rain |Cool Normal Strong “No
13 overcast hot normal weak Yes Yes — e e e

High Normal

“ '

As, you can see from the above table all the
decision for overcast outlook feature is always

’

‘Yes’. Then Gini index for each feature is O,

means it is a leaf nodes.
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Use Case: Weather Dataset — Predict play or not

2 I"' N —
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Now, Lets focus on sub data for high and normal humidity feature.

From the given two table, the

- : o decision is always ‘No’ when
Day outlook temperature humidity wind decision Y

humidity is ‘high’ and decision is

1  sunny hot high weak No always ‘Yes’ when humidity is
‘normal’. So we got leaf node.
2 sunny hot high strong No now decision tree can be viewed
; ‘ as,
8 sunny mild high weak No =
sunny rainfall
outlook
Day outlook temperature humidity wind decision |
. ~__humidity -—hlﬁ overcast ?
9 sunny cool normal weak Yes |
11 sunny mild normal strong Yes 3
Yes No Yes
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Use Case: Weather Dataset — Predict play or not

Now, Lets focus on sub data for rainfall outlook feature.

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for temperature for rainfall outlook
Day outlook temperature humidity wind Decision

a | s mild high |weak| Yes temperature Yes No # Instances
cool 1 1 2
5 rain cool normal weak  Yes
mild 2 1 3
6 rain cool normal strong No
10 rain mild normal weak  Yes
T N high 'strong No Gini(outlook=rainfall and temp.=Cool) =1 — (1/2)2 — (1/2)2=0.5

Gini(outlook=rainfall and temp.=Mild) =1 — (2/3)2 — (1/3)2 = 0.444
Gini(outlook=rainfall and temp.) = (2/5)*0.5 + (3/5)*0.444 = 0.466
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Use Case: Weather Dataset — Predict play or not

Now, Lets focus on sub data for rainfall outlook feature.

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for humiditv for rainfall outlook
Day outlook temperature humidity wind Decision

humidity Yes No # Instances
4 rain mild high weak  Yes
high 1 1 2
5 rain cool normal weak  Yes
normal 2 1 3
6 rain cool normal strong No
10 rain mild normal weak  Yes
_ . | Gini(outlook=rainfall and humidity=high) =1 — (1/2)2 — (1/2)2=0.5
14 rain mild high strong No

Gini(outlook=rainfall and humidity=normal) =1 — (2/3)2 — (1/3)2 = 0.444
Gini(Outlook=rainfall and humidity) = (2/5)*(0.5 + (3/5)*0.444 = 0.466
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Use Case: Weather Dataset — Predict play or not

Now, Lets focus on sub data for rainfall outlook feature.

we need to find the Gini index for temperature,humidity and wind feature respectively.

Gini index for wind for rainfall outlook feature
Day outlook temperature humidity wind Decision

wind Yes No # Instances

4 rain mild high weak  Yes

, weak 3 0 3
5 rain cool normal weak  Yes
6 rain cool normal strong No R 0 2 2
10 rain mild normal weak  Yes

Gini(outlook=rainfall and wind=weak) =1 — (3/3)2 — (0/3)2=0

14 rain mild high strong No

Gini(outlook=rainfall and wind=strong) =1 — (0/2)2 — (2/2)2=0
Gini(outlook=rainfall and wind) = (3/5)*0 + (2/5)*0 =0
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Use Case: Weather Dataset — Predict play or not

Now, Lets focus on sub data for rainfall outlook feature.
we need to find the Gini index for temperature,humidity and wind feature respectively.

Decision on rainfall outlook factor
Day outlook temperature humidity wind Decision

Features Gini Index
4 rain mild high weak Yes
temperature 0.466
5 rain cool normal weak  Yes humidity 0466
6 rain cool normal strong No wind 0
10 rain mild normal weak  Yes
. . . we have calculated the Gini index of all the features when
14 rain mild high strong No

the outlook is rainfall. You can infer that wind has lowest

value. so next node will be wind.
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Outcome

12.03.2025

Use Case: Weather Dataset — Predict play or not

Rain

Weak Strong
4 : v
Day  .|Outlook - Temp. .Humidity .Wind s Decision .|  pay .|Outlook +|Temp. .|Humidity ./Wind |Decision
4|Rain Mild High Weak  |Yes :
5|Rain Cool Normal Weak tes 6 Ra!n C°.°| N?rmal Strong No
0|Rain Mild  |Normal Weak  |Yes 14|Rain Mild High Strong  |[No

CART/Dr.N.Nandhini/ASP/MCA/SNSCT
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As seen, decision is always yes when wind is weak. On the
other hand, decision is always no if wind is strong. This means

that this branch is over.

sunny Rain

Overcast

Yes

High Normal Weak Strong
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