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Support Vector Machine
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Look at apples that are very much

like orange and oranges that are

very much like an apple

A machine would try to learn from

the apples that are very much like

apple so it would know what an

apple and the same for orange.



Why Support Vector Machine?
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SVM searches the classifier line through

maximum margin which means this line is drawn

equidistant from both support vectors and the sum

of margin from support vectors to the line is

maximum.



SVM: Calculation
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Important terms in Support Vector Machine
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Support Vector Machines are a set of supervised learning

methods used for classification, regression, and outliers

detection problems.
1. Hyperplane − It is a decision plane or space which is divided between a set of

objects having different classes.

2. Support Vectors − Datapoints that are closest to the hyperplane are called

support vectors. The separating line will be defined with the help of these data

points.

3. Kernel – A kernel is a function used in SVM for helping to solve problems. They

provide shortcuts to avoid complex calculations.

4. Margin − It may be defined as the gap between two lines on the closet data

points of different classes. A large margin is considered a good margin and a

small margin is considered as a bad margin.



Types of Support vector Machine
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Linear SVM is used in the case of linearly separable data. It means if a

dataset can be classified into two classes by using a straight line,

then such data is termed linearly separable data, and we can use the

Linear SVM classifier.

The product between two vectors is the

sum of the multiplication of each pair of

input values.

It means if a straight line cannot classify a

dataset, then such data is termed non-

linear data

Radial Basis Kernel(RBF) is a kernel function that is used to find a

non-linear classifier or regression line. RBF kernel, mostly used in

SVM classification, maps input space in indefinite dimensional space.



Hard Margin
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Soft Margin
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Manual Calculation
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Manual Calculation
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Manual Calculation

12 /1324.02.2025 SVM/Dr.N.Nandhini/ASP/MCA/SNSCT



References

13 /1324.02.2025 SVM/Dr.N.Nandhini/ASP/MCA/SNSCT

1. Tom M. Mitchell, “Machine Learning”, McGraw-Hill Education (India) Private

Limited, 2013.

2. Sebastian Raschka , Yuxi (Hayden) Liu Machine Learning with PyTorch and Scikit-

Learn: Developmachine learning and deep learning models with Python Packt

Publishing Limited (23 December 2022).


