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Human Factors

1. Introduction

• Human perception is critical in AR/VR as it determines how users interact with digital 

environments.

• AR/VR applications in civil engineering must be designed considering human sensory capabilities to 

enhance usability, realism, and effectiveness.

• The three key human factors in AR/VR are vision (the eye), auditory perception (the ear), and 

haptic/physical sensations (the somatic senses).

• Understanding these factors helps in minimizing discomfort (motion sickness, fatigue) and 

improving immersion in virtual environments.
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2. The Eye (Visual Perception in AR/VR)

The human visual system is the most important factor in AR/VR, as it dictates how we perceive depth, 

movement, and details in virtual environments.

2.1 Depth Perception

• The brain processes depth information using:

⚬ Binocular vision (stereopsis): AR/VR systems use stereoscopic rendering to create a 3D effect.

⚬ Monocular cues: Perspective, lighting, and shading enhance depth perception.

⚬ Motion parallax: Objects closer move faster than distant ones, reinforcing depth perception.

2.2 Field of View (FoV)

• The human eye has a natural FoV of ~200° (120° binocular vision).

• AR/VR headsets typically have an FoV of 90° to 120°, limiting peripheral vision.

• A wider FoV improves immersion but increases hardware complexity.
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2.3 Frame Rate & Latency

• Frame rate: Should be at least 90 Hz to avoid motion sickness and provide a smooth experience.

• Latency: Delays in rendering (ideally below 20ms) can cause discomfort and nausea.

• Low-latency tracking is essential for responsive user interactions in civil engineering applications.

2.4 Resolution & Pixel Density

• Higher resolution improves clarity and reduces the "screen-door effect" (visible pixel grid).

• 4K or higher displays are preferred in professional AR/VR applications for detailed architectural 

visualization.

2.5 Color, Contrast & Brightness

• AR systems must maintain high brightness levels to be visible in daylight conditions.

• VR systems need high contrast and color accuracy for realism in 3D simulations.

• Proper HDR (High Dynamic Range) implementation improves lighting and shadows in virtual 

environments.
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3. The Ear (Auditory Perception in AR/VR)

Sound enhances the realism and immersion of AR/VR experiences by providing directional cues 

and spatial awareness.

3.1 3D Spatial Audio

• 3D audio systems simulate sound from different directions based on head movement.

• Binaural rendering techniques help in localizing sound sources in VR.

• Example: In a virtual construction site, footsteps sound different based on distance and surface 

material.

3.2 Directional Cues & Sound Localization

• Human hearing detects sound based on intensity differences, time delays, and frequency 

variations.

• AR/VR uses head-related transfer functions (HRTFs) to simulate realistic sound propagation.

• Example: In a VR simulation of a bridge construction, workers can hear approaching vehicles 

or machinery behind them.
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3.3 Frequency Range & Voice Communication

• The human ear detects sounds in the 20Hz to 20kHz range.

• VR systems use active noise cancellation to improve communication in noisy environments.

• Voice commands and speech recognition can enable hands-free interaction in AR/VR civil 

engineering applications.

4. The Somatic Senses (Touch, Motion, and Balance in AR/VR)

• The somatic sensory system is responsible for detecting touch, pressure, temperature, pain, 

and motion.

• In AR/VR, haptic feedback, proprioception, and vestibular system interactions contribute 

to realism.
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4.1 Haptic Feedback (Touch & Force Simulation)
• Vibration motors and force feedback gloves simulate physical interactions.
• In civil engineering, AR/VR haptics allow users to "feel" the texture of materials 

or detect structural weaknesses in a virtual model.
• Example: A VR simulation for training workers on concrete pouring could include 

haptic gloves that mimic material resistance.

4.2 Proprioception (Body Awareness in Virtual Environments)
• Proprioception helps users understand their body position and movement within a 

VR space.
• Precise motion tracking (hands, feet, and head) is necessary for accurate 

navigation in virtual construction sites.
• Motion controllers and full-body tracking suits improve interaction fidelity.
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4.3 Vestibular System & Motion Sickness

• The vestibular system (inner ear) is responsible for balance and spatial orientation.

• Motion sickness in VR occurs due to mismatched sensory inputs:

⚬ Visual motion cues do not align with real body movements.

⚬ Low frame rates or high latency contribute to nausea.

• Solutions to reduce motion sickness:

⚬ Increasing frame rate (90Hz or more).

⚬ Using fixed reference points in the virtual environment (e.g., a static cockpit in VR simulations).

⚬ Implementing gradual acceleration and deceleration instead of instant movement shifts.

Review:

• Human factors (vision, hearing, and touch) play a crucial role in AR/VR usability and effectiveness.

• Understanding depth perception, FoV, frame rate, and latency ensures comfortable VR experiences.

• 3D spatial audio and sound localization enhance realism and user interaction.

• Haptic feedback and motion tracking improve immersion in construction training and simulation.

• Optimizing these factors reduces discomfort (motion sickness, fatigue) and enhances real-world applications in civil 

engineering.
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Real-World Applications in Civil Engineering

• Architectural Visualization: AR/VR allows architects and engineers to experience and refine building 

designs before construction.

• Construction Training Simulations: VR helps train workers in handling equipment, reducing real-world 

risks.

• Structural Analysis: Engineers can visualize stress points and simulate building responses to 

environmental conditions.

• Site Inspection & Maintenance: AR overlays information on physical structures for better inspections.

These insights on human factors in AR/VR will help optimize tools and frameworks for civil engineering 

applications.
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Hardware in AR/VR

1. Introduction

AR/VR hardware plays a crucial role in enabling immersive experiences in civil engineering 

applications. The hardware components include sensors, displays, processing units, tracking 

systems, and integrated systems that work together to create an interactive virtual environment.

Importance of AR/VR Hardware in Civil Engineering:

• Enables realistic 3D visualization of building models, bridges, and infrastructure projects.

• Enhances training and safety simulations for construction workers.

• Supports real-time site inspections and remote collaboration.

• Improves design accuracy and project planning by providing an immersive view of 

structures before construction.

2. Sensor Hardware

Sensors are essential for tracking movement, detecting user interactions, and collecting 

environmental data in AR/VR systems.
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2.1 Types of Sensors in AR/VR
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Example in Civil Engineering:

• LiDAR sensors are used in AR headsets to overlay virtual construction models on real-world 

locations, allowing engineers to visualize structures before building them.

3. Head-Coupled Displays (HCDs)

HCDs are head-mounted displays (HMDs) that track head movement to adjust the user’s perspective in 

AR/VR environments.

3.1 Types of Head-Coupled Displays

1.Head-Mounted Displays (HMDs) – Worn on the head and provide an immersive visual experience.

⚬ VR HMDs (e.g., Oculus Quest, HTC Vive) – Fully enclosed displays for complete immersion.

⚬ AR HMDs (e.g., Microsoft HoloLens, Magic Leap) – Transparent or semi-transparent displays 

overlaying digital elements on the real world.

2.CAVE (Cave Automatic Virtual Environment) – A room-scale VR system that projects images onto 

walls for an immersive experience.
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3.2 Key Features of Head-Coupled Displays

• Head Tracking: Adjusts the virtual perspective based on head movement.

• High Refresh Rate: Prevents motion sickness (90Hz+ recommended).

• Wide Field of View (FoV): Expands peripheral vision (90°–120° in most VR HMDs).

• Lightweight Design: Reduces user fatigue for long usage.

3.3 Applications in Civil Engineering

• VR HMDs: Used for immersive walkthroughs of building designs before actual construction.

• AR HMDs: Engineers can view live construction plans overlaid on real-world environments to 

detect errors early.

• CAVE Systems: Used in large-scale civil projects for collaborative design reviews with 

multiple stakeholders.

4. Acoustic Hardware

Acoustic hardware in AR/VR enhances 3D spatial audio, improving realism and immersion in 

virtual environments.
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4.1 Components of Acoustic Hardware
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4.2 Applications in Civil Engineering

• Virtual site inspections use 3D spatial audio to let users hear environmental sounds as they move 

through a VR model.

• Training simulations include realistic audio effects like construction machinery sounds for a more 

immersive learning experience.

• Remote collaboration tools allow engineers to communicate in VR using voice commands and real-

time 3D audio conferencing.

5. Integrated VR Systems

Integrated VR systems combine multiple hardware components to create an efficient and immersive 

AR/VR experience.

5.1 Components of an Integrated VR System

1.Processing Unit (PC, Cloud, or Standalone)

⚬ High-performance GPUs (e.g., NVIDIA RTX, AMD Radeon) render complex 3D models.

⚬ Cloud-based VR processing enables real-time collaboration in large projects.

2.Haptic Feedback Devices

⚬ Gloves, suits, or controllers simulate touch and force interactions in VR.

Example: VR gloves allow engineers to "feel" the texture of construction materials in virtual models.
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• Motion Tracking Systems

⚬ Uses external cameras or sensors to track user movement in a VR space.

⚬ Example: Full-body tracking suits for construction worker training simulations.

• Network Connectivity

⚬ 5G and Wi-Fi 6 improve real-time AR/VR streaming for remote engineering teams.

⚬ IoT integration allows real-world construction data to be visualized in AR.

5.2 Applications in Civil Engineering



20/01/2025                                                                                             Reshma Raj/AP/CE/19CET308                                                                                                 16

Review

• Hardware is the backbone of AR/VR applications in civil engineering.

• Sensor technology, head-mounted displays, and acoustic systems enhance 

realism.

• Integrated VR systems enable large-scale collaboration and real-world data 

integration.

• Future advancements in AR/VR hardware will improve efficiency in 

construction, site monitoring, and infrastructure planning.

Real-World Use Case in Civil Engineering

A construction company used Microsoft HoloLens (AR HMD) with LiDAR 

sensors to overlay 3D blueprints on an actual construction site, allowing engineers 

to detect errors in real-time and reduce project costs by 20%.
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