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Random Forest
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A Random Forest Algorithm is a supervised

machine learning algorithm that is extremely

popular and is used for Classification and

Regression problems in Machine Learning.

Random Forest is a classifier that contains

several decision trees on various subsets of

the given dataset and takes the average to

improve the predictive accuracy of that

dataset.



Why Random Forest?
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1. Reduced risk of overfitting

2. Provides flexibility

3. Easy to determine feature importance
How does Random Forest algorithm work?

1. Step-1: Select random K data points from the training set.

2. Step-2: Build the decision trees associated with the selected data points (Subsets).

3. Step-3: Choose the number N for decision trees that you want to build.

4. Step-4: Repeat Step 1 & 2.

5. Step-5: For new data points, find the predictions of each decision tree, and assign the

new data points to the category that wins the majority votes.



Example
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Program
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from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score

# Load dataset
iris = load_iris()
X_train, X_test, y_train, y_test = train_test_split(iris.data, iris.target, test_size=0.2)

# Train Random Forest
clf = RandomForestClassifier(n_estimators=100, random_state=42)
clf.fit(X_train, y_train)

# Predictions
y_pred = clf.predict(X_test)

# Accuracy
print("Accuracy:", accuracy_score(y_test, y_pred))



Ensemble
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Ensemble Learning: Combine the decisions

from multiple models to improve the overall

performance.



Ensemble
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1. An ensemble is itself a supervised learning algorithm because it can be trained and then used to make

predictions.

2. It combine several decision trees classifiers to produce better predictive performance than a single

decision tree classifier.

3. Main principle is to group of weak learners come together to form a strong learner

4. To increasing the accuracy of the model.

5. Ensemble helps to reduce noise, variance and bias

Total error can be expressed as follows:

Total Error = Bias + Variance + Irreducible Error



Ensemble
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Types of Ensemble
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Basic Ensemble Techniques and Methods
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1. Max Voting 

2. Averaging 

3. Weighted Average
1. Bootstrap

2. Bagging

3. Stocking
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Max Voting

M1: logistic regression
M2: KNN
M3: SVM
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Averaging
BasicEnsembleTechniques

M1: logistic regression
M2: KNN
M3: SVM
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Weighted Average

M1: logistic regression
M2: KNN
M3: SVM



Ensemble Learning Methods – Bagging
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Subsamples from a dataset are created and they are called “bootstrap sampling.” To put it

simply, random subsets of a dataset are created using replacement, meaning that the same

data point may be present in several subsets.



Ensemble Learning Methods - Boosting
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Boosting trains a learner on some initial

dataset, d. The resultant learner is typically

weak, misclassifying many samples in the

dataset.

Boosting then samples instances from the

initial dataset to create a new dataset (d2)

Boosting prioritizes misclassified data

instances from the first model or learner. A

new learner is trained on this new dataset d2.



Ensemble Learning Methods - Stacking
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1. The stacking ensemble method also involves creating

bootstrapped data subsets, like the bagging

ensemble mechanism for training multiple models.

2. However, here, the outputs of all such models are

used as an input to another classifier, called meta-

classifier, which finally predicts the samples.
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