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kNN - Definition
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k – Nearest Neighbors is one of the

simplest Supervised Learning algorithm

mostly used for classification and also

regression - Classify the data point based

on how its neighbors are classified.



Real case
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How do choose k value
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Choosing the right value of k is a process called parameter tuning and its important for 

accuracy

If k=1 then overfitting

If k=too large underfitting

Choose the k value using the formula sqrt(n)

N: number of dataset



When do we use kNN?
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How does kNN Algorithm work?
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How does kNN Algorithm work?

7 /1829.03.2025 Knn Algorithm/Dr.N.Nandhini/ASP/MCA/SNSCT



How to calculate the distance?
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Euclidean Distance

The relative difference between two objects in a problem domain

Manhattan Distance

Minkowski Distance Hamming Distance: (Euclidean and Manhattan)



Euclidean distance
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Calculation
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Calculation
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Calculation
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Calculation
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Calculation
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Steps in Knn
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Step 1: Select the value of K neighbors(say k=5)

Step 2: Find the K (5) nearest data point for our new data point based on 

Euclidean distance(which we discuss later)

Step 3: Among these K data points count the data points in each category

Step 4: Assign the new data point to the category that has the most 

neighbors of the new data point



Workout-knn

16 /1829.03.2025 Knn Algorithm/Dr.N.Nandhini/ASP/MCA/SNSCT



Workout-k means
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