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Curse of dimensionality
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The "curse of dimensionality" refers to the challenges that

arise when analyzing and modeling data with a large

number of features (dimensions) in high-dimensional

spaces.



Dimensionality Reduction
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Dimensionality reduction algorithms

represent techniques that reduce the number

of features (not samples) in a dataset.

Methods are commonly divided into:

1. Feature Selection — find a subset of the

input features

2. Feature Projection (or Feature Extraction)

— find the optimal projection of the

original data into some low-dimensional

space



Feature Selection
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Techniques used:

1. Filter

2. Wrapper

3. Embedded



Applications of DM
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Techniques
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1. Linear Discriminant Analysis

2. Factor Analysis

3. Principal Components Analysis

4. Independent Components Analysis
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