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Principal Components Analysis
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1. PCA comes under the Unsupervised Machine Learning category

2. The main goal of PCA is to reduce the number of variables in a data collection while retaining as

much information as feasible. Principal component analysis in machine learning can be mainly used

for Dimensionality Reduction and important feature selection.

3. Correlated features to Independent features

When should Principal Component Analysis be used in ML?

1. Whenever we need to know our features are independent of each other

2. Whenever we need fewer features from higher features



Intuition behind PCA: we need to find the tallest person
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Basic Terminologies of PCA
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1. Variance: For calculating the variation of data distributed across 

the dimensionality of the graph

2. Covariance: Calculating dependencies and relationship between 

features

3. Standardizing data: Scaling our dataset within a specific range 

for unbiased output

4. Covariance matrix: Used for calculating interdependencies 

between the features or variables and also helps in reducing it to 

improve the performance

5. EigenVectors: The eigenvectors aim to find the largest dataset 

variance to calculate the Principal Component.

6. Eigenvalue:The eigenvalue indicates variance in a particular 

direction



PCM
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How Does PCA Work?
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1. Original Data

2. Normalize the original data (mean =0, variance =1)

3. Calculating covariance matrix

4. Calculating Eigen values, Eigen vectors, and normalized Eigenvectors

5. The eigenvectors represent the principal components, while the eigenvalues indicate the importance of 

each principal component.

6. Calculating Principal Component (PC)

7. Plot the graph for orthogonality between PCs



How Does PCA Work?
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Calculating PC
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Calculating PC
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Normolized Eigen vector
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Normolized Eigen vector
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How Many PCAs are Needed for Any Data?
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