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Knn-means

FITOTIONS

ﬁ import numpy as np
from sklearn.neighbors import KMeighborsClassifier

[ 1] knn = KNeighborsClassifier(n neighbors=3)

# Step 1: Dataset - height (cm), weight (kg), label knn.Fit(X, v)

X = np.array(|

158, 45], T [
168, 58], — = KNeighborsClassifier |
[17@, 65], Kﬂeighhnr5E1355ifier{n_neighburs=3}é
185, 551, e e R
(155, 47],
188, 751 [ 1 new member = np.array([[162, 52]])
31?5’ EE:J prediction = knn.predict{new member)
(158, 48]

1) # BMI Calculation

y = np.array([ height m = new member[@][&] / 10
‘underweight’, weight kg = new member[@][1]
‘underweight”, bmi = weight kg / (height m ** 2)
‘normal’,
:”ﬂ;mallf . print("Predicted Class:", prediction[8])
underweight”, : " " ;

rint("BMI: round (bmi, 2

'normal”, P ( » ( s 2))
‘normal”,
‘underweight’

1)

EE} Predicted Class: underweight
BMI: 19.51
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