










Input Layer
AlexNet takes images of the Input size of 227x227x3 RGB Pixels.
Convolutional Layers
•First Layer: The first layer uses 96 kernels of size 11×11 with a stride 
of 4, activates them with the ReLU activation function, and then 
performs a Max Pooling operation.
•Second Layer: The second layer takes the output of the first layer as 
the input, with 256 kernels of size 5x5x48.
•Third Layer: 384 kernels of size 3x3x256. No pooling or normalization 
operations are performed on the third, fourth, and fifth layers.
•Fourth Layer: 384 kernels of size 3x3x192.
•Fifth Layer: 256 kernels of size 3x3x192.

Fully Connected Layers
The fully connected layers have 4096 neurons each.
Output Layer
The output layer is a SoftMax layer that outputs 
probabilities of the 1000 class labels.










