Shallow Networks



Shallow Neural Networks

A shallow neural network refers to a neural network that consists of only one hidden
layer between the input and output layers. This structure is simpler compared to deep
neural networks that feature multiple hidden layers.

Components of a Shallow Neural Network

1.Input Layer: This is where the network receives its input data. Each
neuron in this layer represents a feature of the input dataset.

2.Hidden Layer: The single hidden layer in a shallow network transforms
the inputs into something that the output layer can use. The neurons in
this layer apply a set of weights to the inputs and pass them through an
activation function to introduce non-linearity to the process.

3.0utput Layer: The final layer produces the output of the network. For
regression tasks, this might be a single neuron; for classification, it could be
multiple neurons corresponding to the classes.


https://www.geeksforgeeks.org/neural-networks-a-beginners-guide/

How Do Shallow Neural Networks Work?

The functionality of shallow neural networks hinges on the transformation of
inputs through the hidden layer to produce outputs. Here's a step-by-step
breakdown:

*Weighted Sum: Each neuron in the hidden layer calculates a weighted sum of
the inputs.

*Activation Function: The weighted sums are passed through an activation
function (such as Sigmoid, Tanh, or ReLU) to introduce non-linearity, enabling
the network to learn complex patterns.

*Output Generation: The output layer integrates the signals from the hidden
layer, often through another set of weights, to produce the final output.



https://www.geeksforgeeks.org/tanh-vs-sigmoid-vs-relu/?ref=oin_asr4

Training Shallow Neural Networks

Training a shallow neural network typically involves:

*Forward Propagation: Calculating the output for a given input by passing it
through the layers of the network.

*Loss Calculation: Determining how far the network's output is from the
actual desired output using a loss function.

*Backpropagation: Calculating the gradient of the loss function with respect
to each weight in the network, which informs how the weights should be
adjusted to minimize the loss.

*Weight Update: Adjusting the weights using an optimization algorithm like
gradient descent.
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