
Overfitting and Underfitting in 
Machine Learning



basic term 



What is Overfitting?
When a model performs very well for training data but has poor 
performance with test data (new data), it is known as overfitting.

https://www.simplilearn.com/what-is-data-article




What is Underfitting?
When a model has not learned the patterns in the training data well 
and is unable to generalize well on the new data, it is known as 
underfitting. An underfit model has poor performance on the 
training data and will result in unreliable predictions. Underfitting 
occurs due to high bias and low variance.




