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Q-Learning in 
Reinforcement 
Learning



Example

Our agent is a rat that has to cross a 

maze and reach the end (its house) 

point.

There are mines in the maze, and the 

rat can only move one tile (from one 

square to one another) at a time

If the rat steps onto a mine, it will be 

dead. The rat wants to reach its home 

in the shortest time possible:



Example

rat should take the shortest path and reach its home as fast as 

possible

If the rat steps on a mine, it loses 100 points, and the game is over

If the rat gets power (the yellow lightning icon), it gains point

If the rat reaches its home, it is rewarded 100 points

The rat has four possible actions (move up, down, right, or left)

we can initialize the Q-table as a matrix of size 54, where the rows 

represent the rat’s possible states (positions), and the columns 

represent the possible actions (moving in 4 directions) 



Example



Applicatio
ns of Q-
learning

Atari Games

Robot Control

Traffic 
Management

Algorithmic 
Trading

Personalized 
Treatment 

Plans



Key Components of Q-
learning
1. Q-Values or Action-Values

Q-values represent the expected rewards for taking an action in a 
specific state. These values are updated over time using the Temporal 
Difference (TD) update rule.

2. Rewards and Episodes

The agent moves through different states by taking actions and 
receiving rewards. The process continues until the agent reaches a 
terminal state, which ends the episode.



Key Components of Q-learning

3. Temporal Difference or TD-Update
The agent updates Q-values using the formula:

Q(S,A) ← Q(S,A) + α(R + γQ(S’,A’) – Q(S,A))
Where,
S is the current state.
A is the action taken by the agent.
S’ is the next state the agent moves to.
A’ is the best next action in state S’.
R is the reward received for taking action A in state S.
γ (Gamma) is the discount factor, which balances immediate 
rewards with future rewards.
α (Alpha) is the learning rate, determining how much new 
information affects the old Q-values.



Key Components of Q-
learning

4. ϵ-greedy Policy (Exploration vs. Exploitation)
The ϵ-greedy policy helps the agent decide which action to take based on the 
current Q-value estimates:
Exploitation: The agent picks the action with the highest Q-value with 
probability 1–ϵ. This means the agent uses its current knowledge to maximize 
rewards.
Exploration: With probability ϵϵ, the agent picks a random action, exploring 
new possibilities to learn if there are better ways to get rewards. This allows the 
agent to discover new strategies and improve its decision-making over time.



How does Q-Learning Works?

Agent: The entity that makes decisions and takes actions within the 

environment.

States: The variables that define the agent’s current position in the 

environment.

Actions: The operations the agent performs when in a specific state.

Rewards: The feedback the agent receives after taking an action.

Episodes: A sequence of actions that ends when the agent reaches a terminal 

state.

Q-values: The estimated rewards for each state-action pair.



Steps of Q-learning

Initialization: The agent starts with an initial Q-table, where Q-
values are typically initialized to zero.

Exploration: The agent chooses an action based on the ϵ-greedy 
policy (either exploring or exploiting).

Action and Update: The agent takes the action, observes the next 
state, and receives a reward. The Q-value for the state-action pair 
is updated using the TD update rule.

Iteration: The process repeats for multiple episodes until the 
agent learns the optimal policy.





Methods for Determining 
Q-values

Temporal Difference (TD):

Temporal Difference is calculated by comparing the current state and 

action values with the previous ones. It provides a way to learn 

directly from experience, without needing a model of the environment.

2. Bellman’s Equation:

Bellman’s Equation used to calculate the value of a given state and 

determine the optimal action. 

https://www.geeksforgeeks.org/bellman-equation/


What is a Q-table?

The Q-table is essentially a memory structure where the agent stores 

information about which actions is the best rewards in each state.

It is a table of Q-values representing the agent’s understanding of the 

environment

Structure of a Q-table:

Rows represent the states.

Columns represent the possible actions.

Each entry in the table corresponds to the Q-value for a state-action pair.


