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Reinforcement Learning
Reinforcement Learning in ML

Model-based and Model-free
Reinforcement Learning
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Linear regression in Tableau

Pros and Cons
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Linear Regression

o «® The  thing we want —

: 0 e ie 777% of the variance in y is If you only had data on x, this line

p & . DEPENDENT explained by x. Below ¢.30% means provides your best estimate of y. If the
d

they're hardly comected. Above 95% fit is strong and no major ourfiers, x could

be used as a surrogate or forecast of y.

7 SSLINE OF BEST FIT

’ y X VARIABLE and they're practically the same.

b‘/< \l %

/" I geow

957 CONFIDENCE BAND

If a data point falls outside these

0 lines, youre 45% sure there is
% something special about it causing it
to do better or worse than others -

// QUTLIER an ‘outlier’ worth understanding
€0
//
The Factor we think
e ———————— INDEPENDENT might influence the

x&E VARIABLE dependent variable
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Let’s get the simple linear regression output for independent

erature Y
S50

112 variable X and target variable Y as shown below:
53 118
54 128 ession Statistics Model is o good fit
55 121 R Square o3 R squore > 0.7
56 125
59 136
62 134 Cogiiicinte Dol Lo 80N _ tuper 99N
&5 142 Intercept 13.33 0.00268 5.13 21.52
67 149 Temperoture 2.04 0.00138 1.93 2.15
72 180 output —> 2 I
72 167 = P value for Temperature is <0.05;
74 168 = Hence Temperature is an important
7S 162 foctor for predicting Yield and hos
: ::; significant relation with Yield
80 182 * With one unit increase in
82 180 Temperature there is 2 times « Values of coefficients will lie
&8s 183 increase in Yield Bet she Skeigs "
87 188 under upper ond lower 95%
S0 200 * For exomple , coefficient of
93 195 Temperature will be between 1.93
b1 206 and 2.15 with 95% confidence (5 %
95 207 chance of error)
97 210
100 219 Note : Intercept is not on Mmportant statistics for checking the refotion Setween X & Y
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STRONG POSITIVE WEAK POSITIVE STRONG NEGATIVE
CORRELATION CORRELATION CORRELATION

WEAK NEGATIVE
CORRELATION
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File Data Worksheet Dashboard Story Analysis Map Format Server Window Help
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K\ > Data | Analtics ¢ Pages il Golurns
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y) Summarize = Fows
-
& #  Constant Line Filters h
! Average Line Sheet 1
& Median with Quartiles —— — — =
5 Boxri Adda I [ Fi Isd
9 Totais Marks Trend Line Linear Logarithmic  Exponential  Polynomial
Model ~ Automatic v 80
F Average with 95%C! LI
- 5 Color | Size | Label
@ Mediz Trehotine ~ 70
(eS| D ||~

8 o

B Cluster

Detail Teoltp  Path

60
Custom
2! Reference Line 50
Y
@b Reference Band g
@ Distribution Band
¥ BoxPlot 40

0O Data Source Sheetl B B 0
446 marks  lrowby lcolumn  SUM(Price): 1140160
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Simple to implement and easier
to interpret the output coefficients

Less complex than other
algorithms for situations where
the linear relationship between

dependent and independent
variables is known

Overfitting problem can be
avoided by using dimensionality
reduction techniques,
regularisation (L1 and L2)
techniques, and cross—validation

Outliers can have huge effects
on the regression and boundarie
are linear in this technique

It is assumed that dependent &
independent variables have a
straight line relationship. It
assumes that attributes are
independent of one another

It also looks at the mean of the
dependent & independent

variables and so it doesn’t fully
describe inter—-variable relation

v &
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Knowledge Check

Which of the following best describes how linear regression can be useg
a business context?

A) Linear regression helps in identifying the cause of a particular busine!
problem.

B) Linear regression is used to forecast future business trends by modeling
the relationship between a dependent variable and one or more
independent variables.

C) Linear regression is primarily used to classify business data into different
categories.

D) Linear regression helps in calculating the exact profit a company will
make in the next quarter.

Answer: B) Linear regression is used to forecast future business trends
by modeling the relationship between a dependent variable and one or
more independent variables.
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Summary

v’ Reason to study Linear Regression
7' Linear Regression
Application of Linear Regression
Simple linear regression in sales forecast
Linear regression in Tableau

Pros and Cons
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