SNS COLLEGE OF TECHNOLOGY

Coimbatore-35
An Autonomous Institution

Accredited by NBA - AICTE and Accredited by NAAC - UGC with ‘A++’ Grade
Approved by AICTE, New Delhi & Affiliated to Anna University, Chennai

DEPARTMENT OF COMPUTER APPLICATIONS

23CAT702 - MACHINE LEARNING
[1 YEARIII SEM

UNIT I - FOUNDATIONS OF LEARNING

TOPIC 6 - Error and noise - Training versus Testing

Redesigning Common Mind & Business Towards Excellence

R o a_ GnAI
3P§i%e ’l\_, o

Thinki
CU ture LISTFITUTIONS Frame wmg
WWW.SNSEroups.com

Build an Entrepreneurial Mindset Through Our Design Thinking FrameWork



Error

(SIS

Error: Measures the average squared
difference between the predicted and

the actual target values within a

dataset
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Noise

Noise: Unwanted behavior within

dataset.

ge ) ae ame Age PA s atia
100122014 Joseph 21 3.5 Junior
100232015 Patrick 00 32 Sophomore
100122012 Seller 24 3.0 Senior
100342013 Roger 23 ‘ Senior
100942012 Davis S 3.7 Sophomore

Travis 23 3.4

100982015 Alex 27 Sophomore

100982013 Trevor 4.0 Senior
AUC2016XC Aman 30 3.5
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Causes of Noise

STIPgPPeioly oy
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1. Errors in data collection.

2. Noise can also be introduced by measurement mistakes, such as
Inaccurate instruments or environmental conditions.

3. Another form of noise In data is inherent variabllity resulting from either
natural fluctuations or unforeseen events.

4. Inaccurate data point labeling or annotation can introduce noise and

affect the learning process.
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Types of Noise in Machine Learning ~

1.Feature Noise: It refers to superfluous or irrelevant features present in the dataset that might
cause confusion and impede the process of learning.

2.Systematic Noise: Recurring biases or mistakes in measuring or data collection procedures

that cause data to be biased or incorrect.

3.Random Noise: Unpredictable fluctuations ;5 gata brought on by variables such as

measurement errors or ambient circumstances.

4.Background noise: It Is the information In the data that is unnecessary or irrelevant and

could distract the model from the learning job.
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Simple ways to Handle Noises

Identify the source of noise

Use domain knowledge, metadata, or
documentation to understand how your data
was collected, processed, or stored, and
what are the expected values, ranges, or

formats for each variable.

Filter out outliers

Outliers are extreme values that deviate significantly from the rest of
the data and can distort your analysis or model. Identify and exclude

outliers based on their similarity or proximity to other data points
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Simple ways to Handle Noises

LLTTIT I TIGTS

Handle missing values

Missing values are gaps or blanks in your
data that can reduce your sample size, bias

your analysis, or cause errors in your model.

Filter out outliers

Outliers are extreme values that deviate significantly from the rest of
the data and can distort your analysis or model. Identify and exclude

outliers based on their similarity or proximity to other data points

Remove the row or column else replacing them with a constant, a

mean, a median, a mode
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Simple ways to Handle Noises

LLTTIT I TIGTS

Duplicates are repeated or identical records in your

Remove dupllcates data. You can also use fuzzy matching technigues to
identify and remove duplicates that have slight

variations or typos in their values.

Standardize formats
Formats are the way your data is represented or structured, such as

dates, times, currencies, units, or categories. Inconsistent or

Incorrect formats can cause confusion.

For date and time use the common format YYYY-MM-DD

HH:MM:SS
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Data Preprocessing

Data Cleaning Data Transformation Data Reduction
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Training Vs Testing

LI LIS

1.Train and test datasets are the two key concepts of machine learning, where the training

dataset Is used to fit the model, and the test dataset is used to evaluate the model.

< Dataset y

Training Set Test Set
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What is Training Dataset?

Training data Is the biggest (in -size) subset of the original dataset,

which Is used to train or fit the machine learning model.

What is Testing Dataset?

This dataset evaluates the performance of the model and
ensures that the model can generalize well with the new or

unseen dataset
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Workflow
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Feature

Purpose

Exposure

Use

Size

Training Vs Testing

Training Data

Train the machine-learning model.
The more training data the model
has, the better it can make
predictions.

The model can learn from the
training data and improve its
predictions.

Training data is used to prevent
overfitting.

The training data is typically larger.
This is because the model needs to
see many examples of input data to
learn how to make accurate
predictions.
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Testin g Data

Testing Data Is used to evaluate the
performance of the model.

The testing data is not exposed to the model
before evaluation. This ensures the model
cannot memorize the testing data and make
perfect predictions.

The testing data is used to evaluate the model’s
performance by making predictions on it and
comparing the predictions to the actual labels.

The size of the testing data is typically smaller
than the training data because the testing data
IS used to evaluate the performance of the
model that has been trained on the training
data.
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Allocation of Training, validation
and testing

‘ Test data

‘ Training data . Validation data
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