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In the field of data compression, Shannon–Fano coding, named

after Claude Shannon and Robert Fano, is a technique for constructing a prefix

code based on a set of symbols and their probabilities (estimated or measured). It

is suboptimal in the sense that it does not achieve the lowest possible expected code

word length like Huffman coding.

In Shannon–Fano coding, the symbols are arranged in order from most

probable to least probable, and then divided into two sets whose total probabilities

are as close as possible to being equal. All symbols then have the first digits of their

codes assigned; symbols in the first set receive "0" and symbols in the second set

receive "1". As long as any sets with more than one member remain, the same

process is repeated on those sets, to determine successive digits of their codes. When

a set has been reduced to one symbol this means the symbol's code is complete and

will not form the prefix of any other symbol's code.

https://en.wikipedia.org/wiki/Claude_Shannon
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