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Tree - Introduction

Tree: Non-parametric supervised learning algorithm, which is utilized for both

classification and regression tasks
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Regression Tree
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Regression trees are decision trees in which the target variables can

take continuous values instead of class labels in leaves
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Features of regression trees

1. Root: Beginning of the decision tree. The first node represents the
first condition based on the criteria of the data provided.

2. Leaf: Last node in the tree is represented by the value in the
decision tree above. Terminal node that does not point to any
condition or value.

3. Decision Node: Nodes after the root where any decision or
condition is further divided into different categories.

4. Child Node: The node that is further divided into different
categories is called a parent node. The nodes that result from this
division are called child nodes.
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Advantages of regression trees

1. Visualization of data becomes easier as users can identify and

process each and every step.

2. A specific decision node could be set to have a priority against

other decision nodes.

3. As the regression tree progresses, undesired data will be

filtered at each step. As a result, only important data is left to

process, which increases the efficiency and accuracy of our

design.

4. It is easy to prepare regression trees – they can be used to

present data during meetings, presentations, etc.
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Example

SD=9.32
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Example
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Example
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Example
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Example
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Example
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Apply the same procedure to wind to calculate 

the SD…..
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If number of instance less than 5 then prune (ie: find the Average-leaf node)

Hot=(25+30)/2=27.5

Mild=(35+48)/2=41.5Cool=38
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Overcast=(46+43+52+44)/4=46.25
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Overcast=(46+43+52+44)/4=46.25
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Apply the same procedure to wind to calculate 

the SD…..

weak=(45+52+46)/3=47.6 Strong=(23+30)/2=26.5
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Final Tree


