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What is Logistic Regression?

Like the multiple regression, logistic regression is a statistical analysis
used to examine relationships between independent variables
(predictors) and a dependant variable (criterion)

The main difference is in logistic regression, the criterion is nominal
(predicting group membership). For example, do age and gender predict
whether one signs up for swimming lessons (yes/no)



Types of Logistic Regression

®* There are primarily 2 types of logistic regression: (1) Binary and (2)
Multinomial models. The difference lies in the types of the criterion
variable

® Binary logistic regression is for a dichotomous criterion (i.e., 2-level
variable)

* Multinomial logistic regression is for a multicategorical criterion
(i.e., a variable with more than 2 levels)

®* This set of slides focuses on binary logistic regression




Example...

A researcher would like to find out if the three predictors can predict
successful enrolment into the Masters of Psychology program at JCU. The
researcher recruited 30 participants who applied for the program, and asked
them the following questions:

1. Interest in the Masters of Psychology program (rated 1-100)
2. Average overall score from a previous degree (scored 1-100)
3. Holding a psychology degree (yes/no)

4. Successful enrolment (yes/no) Note that sample size of
30 was used only for
illustration purposes, an
actual study would require
larger sample size!

A binary logistic regression was then conducted.




Location of SPSS Data Files for Practice

Example SPSS data for practice are available on LearnJCU:

Log in to LearnJCU -> Organisations -> Learning Centre JCU Singapore ->
Learning Centre -> Statistics and Maths -> SPSS Data for Practice
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Assumptions Testing

Please refer to the SPSS guide on Multiple Regression of how to conduct
the four assumption tests at https://www.jcu.edu.sg/current-
students/student-support-services/learning-support/statistics-and-
mathematics-support

e ANOVAs
e Chi-Square Tests
e Correlation
o MANOVA
| - Multiple Regression
e t-tests




Assumptions Testing

01

Multicollinearity

02

Independence of
errors

\

03

Logit Linearity

~N

_/

04

Outliers



Assumptions Testing: Logit Linearity

This is an assumption that the relationship between
each continuous predictor and a criterion is linear.

® Interest and PreviousScore are continuous, thus
they have to be tested for this assumption.

® PsychDegree is categorical, hence it is not requited
to be tested.

To test for this, we first need to create new variables
In our dataset: Logit functions of the continuous IVs

e Transform = Compute Variable

Transform  Analyze Graphs  Utilities

Exten

2 Compute Variable...
EZl Programmability Transformation. ..
Count Values within Cases.__.
Shift Values. ..
E Recode into Same Variables_..
@ Becode into Different VWariables. ..
@ Automatic Recode. ..
EXl Create Dummy Variables
fb2 Visual Binning. .
f> Optimal Binning...
Prepare Data for Modeling




Assumptions Testing: Logit Linearity

Select ‘Arithmetic’ under Function group,
and double click on ‘Ln” under Functions
and special variables

LN should appear under Numeric
Expression

To create the logit expression of the first
continuous variable (Interest), double
click on Interest

Name the target variable — Lninterest
OK

D Compute Variable

Target Variable:

MNumeric Expression:

Lninterest
Type & Label...
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& PreviousScore
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Assumptions Testing: Logit Linearity

Repeat the procedures, this
time creating the logit
function of the other

continuous variable
(PreviousScore)

13 Compute Variable

Target Variable:

Mumeric Expression:

LnPreviousScore

Type & Label...

g& Serialnumber
& Interest

g& PreviousScore
&5 PsychDegree
&5 Enrolled
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Date Arithmetic
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Functions and Special Variables:

LM{numexpr). Numeric. Returns the base-e logarithm
of numexpr, which must be numeric and greater than
0.

(optional case selection condition)
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Assumptions Testing: Logit Linearity

You will see these 2 new
variables in your dataset
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Assumptions Testing: Logit Linearity

To conduct the assumption test
for logit linearity, go to Analyze -
> Regression -> Binary Logistic

Multiple Response

Missing Value Analysis...

Analyze  Graphs  Utilities  Exensions  Window  Help
Reports BB j [A]
Descriptive Statistics v |EE 14 @
Bayesian Statistics b
Tables } f Lninterest @59 LnPreviousS
Compare Means 4
General Linear Model } 1 4.29
Generalized Linear Models 4 1 4.49
: 1 449
Mixed Models }
1 454
Correlate 4
L | A 34
Regression ’ |:| Automatic Linear Modeling...
Loglinear 4 |"_| nEaE
b
Neural Networks X [ curve Estimation. .
Classi =
i Partial Least Squares...
Dimension Reduction 4
PROCESS vd.0 by Andrew F. Hayes
Scale }
Nonparametric Tests b PROCESS v3.5 by Andrew F. Hayes
ST > PROCESS v3.4 by Andrew F. Hayes
Survival ¥ |2 Binary Logistic...

] Multinomial Logistic. .

Ordinal...



Assumptions Testing: Logit Linearity

Move ‘ Enrolled’ into the Dependent @ Logistic Regression
bOX éﬁ}s — . . |erendent: |
erialnumber &-l-, Enrolled
. . nteres o -gave...
Move ‘Interest’ and ‘PreviousScore’ into y o Biock 1 of 1 _
. . PsychDegree e
the Covarlates bOX gQLnlmerest Covariates:
@‘9 LnPreviousScore Interest
Holding the Ctrl key, then select Previous Score
‘Interest’ and ‘Lninterest’, and click on
‘>a*b>’ to enter the interaction term T
Method: |Enter b
into the Covariates box Seledion Variaple:
e | |

4. Repeat Step 3 for ‘PreviousScore’ and
‘LnPreviousScore’

(o) (et (msse) (cant) .




Assumptions Testing: Logit Linearity

@,‘* Logistic Regression

Dependent:
& Serialnumber i | ategorical
& Interest Block 1 of 1
. You should have 4 # Prevousscors
&5 PsychDegree Mext o
I i & Lninterest Covariates:
Cova rlates In tOtaI @ﬁLnPreviousScore T;:arzztes

PreviousScare
Interest*Lninterest

LnPreviousScore*Previouss..

. Click OK

Method: |Enter hd

Selection Variable:

> | |

(Lox ) (paste ) (et (cance i




Assumptions Testing: Logit Linearity

Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Step1®  Interest -3.430 G.888 1.488 1 221 .oon
FreviousScore -8.936 5.091 3.031 1 079 000
Interest by Lninterest 1.5580 1.282 1.463 1 227 4712
LnPreviousScore by 1.761 439 3172 1 07a 5821
FreviousScore
Constant \ 230910 129.181 31845 1 074 1.918E+100

a. Variahle(s) entered on step
PreviousScore .

terest, PreviousScore, Interest* Lninterest, LnPreviousScore *

Since the p values of the interaction terms are above .05, we conclude
that the assumption for logit linearity is not violated




Logistic Regression

Now to conduct the main
a n a IySiS ces General Linear Model

Analyze  Graphs  Ufilities  Egtensions  Window  Help
Reports B j [A] (5 @
Descriptive Statistics v | Al —
Bayesian Statistics »
4 & Lninterest & LnPreviousS
Compare Means 4
po | 429
1 4.49
Generalized Linear Models b
; 1 4.49
Mixed Models b
1 4.54
Correlate b
4 A 34

Analyze -> RegrESSion _> Binary ?:j:::iron
LogiStiC C;Usrzin.e_ors |

Multiple Response

=L [T EE S U O S

[E] Automatic Linear Modeling...

R Linear...

& Curve Estimation...

Partial Least Squares...
PROCESS v4.0 by Andrew F. Hayes
PROCESS v3.5 by Andrew F. Hayes
PROCESS v3.4 by Andrew F. Hayes

[iF] Binary Logistic...

[ Multinomial Logistic...

| [



Logistic Regression

@ﬁ Logistic Regression

1. Move ‘Enrolled’ into the S g |
s SR Save...

Dependent box G bvomseors | [0 e

& EsychDeEree Mext

{ )« . ) & Lninterest Block 1 of 1

2. Move ‘Interest’, ‘PreviousScore & LrPreviousscore e

and ‘PsychDegree’ into the T
Covariates box

Method: |Enter g

Note that ‘PsychDegree’ is a categorical Selection Variable:
variable. | |

(o) (Ease) (o) (anca) it




Logistic Regression

@,'# Logistic Regression: Define Categorical Variables

Covariates: Categorical Covariates:
. o @9 Interest PsychDegree(lndicator)
Click on Categorical % Provousscore

Select ‘PsychDegree’ as a
categorical covariate

Cont|nue Change Contrast
Contrast Indicator
Reference Category; @ Last i) First

| Continue ] | cancel || Help |




Logistic Regression

@,'# Logistic Regression: Save

. Predicted Values Fesiduals
6. ClICk on Save [«/] Probabilities [] Unstandardized
epey . [ Group membership [] Logit
7. Select Probabilities, Group - e
. . nfluence (= ri
membership, Cook’s (this can be 7 Cooks W Standardized
used to screen for outliers), and [ Leverage values | | [-] Deviance
" |‘DfBeta(s}

Standardized Residuals Ll
Export model information to XML file

8. Continue [ﬂruwse]

[ Include the covariance matrix

[Quntinue][ Cancel ][ Help ]




Logistic Regression

9. Click on Options

10. Select Classification plots,
Hosmer-Lemeshow goodness-
of-fit, and Cl for exp(B)

11. Continue, and OK

HE Logistic Regression: Options

Statistics and Plots

| Classification plots | Correlations of estimates

| Hosmer-Lemeshow goodness-of-fit || lteration history

JiCiforem®) [o5 | %

| Casewise listing of residuals

(=]

Display
@ At each step @ At last step

Probability for Stepwise

Entry: Removal:

| Conserve memory for complex analyses or large datasets

Classification cutoff.
Maximum lerations:

| Include constant in model

[Quminue][ Cancel ][ Help ]




Assumptions Testing: Outliers
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Assumptions Testing: Outliers

O tI . b t t d & Seﬂ:\num & Interest & PreviousS| o, PsychDe| & Enrolled & Lninterest | & LnPreviousScore & PRE_1 & PGR_1 r & Coo 1 w fZREj
er core gree
d u Ie rS Ca n e es e 1 7 &0 1 1 129 391 07239 1 00892 27936
. . 2 89 &0 1 1 149 391 02224 1 00157 15083
toget h e r Wlt h t h e m a 1 n 3 89 &0 1 1 149 391 02224 1 00157 15083
4 % &0 1 1 454 391 01524 1 00092 12441
. 5 7 &0 1 1 134 391 05423 1 00565 23046
a n a |yS I S 6 65 60 1 2 417 409 41803 1 23694 117990
7 69 60 1 2 12 409 34547 1 24950 137646
8 & & 1 2 401 401 41044 1 68618 1.19849
9 81 60 1 2 139 409 731 1 63564 218630
. 10 75 70 1 1 132 428 62296 2 46271 128539
° LO O kl n g a t t h e d a t a S et 1 69 70 1 1 12 428 72399 2 28544 161960
’ 12 70 65 1 1 425 497 62140 2 1212 1.04375
) . . 13 93 68 1 1 153 422 23083 1 08954 54736
COOk S dlstance |S added 14 79 69 1 1 437 423 50840 2 10924 1.01695
15 70 70 1 1 425 428 70834 2 26187 156840
. 16 a0 89 1 2 150 4.49 91629 2 01731 30226
a S a n eW Va rl a b | e 17 73 75 1 2 129 432 81121 2 02494 48242
18 80 80 1 2 138 438 84817 2 02401 42310
19 86 79 1 2 445 437 74983 2 06942 7761
. 20 78 78 1 2 136 436 82545 2 02594 45985
21 82 7 2 2 141 434 60281 2 10282 81172
L SI n Ce a | | t h e Va | u eS a re < 2 81 68 2 1 139 422 27912 1 07000 62226
2 78 70 2 1 136 428 40203 1 10982 81995
1 We CO N CI u d e th at th e re 24 75 2l 2 1 433 4.26 47936 1 14367 95955
) 2 95 80 2 2 156 438 45503 1 67961 1.09438
2 72 68 2 1 128 422 43649 1 14852 88010
a re n O O u tI ie rS 27 65 75 2 2 417 432 80317 2 04636 49504
2 66 7 2 2 419 434 83887 2 03130 43827
2 75 80 2 2 132 438 80807 2 03018 48736
30 70 82 2 2 425 441 89505 2 0139y 34243




Logistic Regression: Results

Classification Tablea’h

Fredicted
Enralied Percentage
Observed Mo Ves Correct
Step 0 Enrolled Mo 0 15 0
Yes 0 15 100.0
Overall Percentage 50.0

a. Constantis included in the model.
b. The cutvalue is .500

« The purpose of logistic regression is thus to find out if the prediction accuracy of
the model can be improved by predictor variables

o This table shows the regression model with no predictors involved (block 0). This
model (at Step 0) can correctly predict if someone successfully enrolled 50% of
the time.



Logistic Regression: Results

In block 1, all the
predictors were entered
simultaneously

4 )

A p value <.05 suggests
that, overall, the
predictors significantly
improved the prediction

Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 11.508 3 009
Block 11 598 3 009
Model 11 598 3 009 |

\_ accuracy of the model Y

Model Summary

-2 Log Cox & Snell R agelkerke R
Step likelihood Square
[1 29,9917 321 .428]

a. Estimation terminated at iteration number 5
hecause parameter estimates changed by less
than .001.

Hosmer and Lemeshow Test
Step Chi-square df Sig

[ 11,809 8 160 |/

R square values of the
regression model

Measure of model fit. Ap
value >.05 suggests a
good model fit




Logistic Regression: Results

Classification Table?

Fredicted
Enrolled Percentage
Ohserved 1] [+ Correct
Step 1 Enrolled 0 10 ) G6.T
o 5 10 66.7
Cwverall Percentage 6E.7

a. The cutvalue is 500

In Step 1, the addition of the predictors resulted in the model being able
to predict successful enrolment 66.7% of the time (compared to 50% in
block 0; 16.7% improvement !)



Logistic Regression: Results

Variables in the Equation

95% C.Lfor EXPIE)

B S.E. Wald df Sig. Exp(E) Lower Upper
Step1?®  Interest =077 054 2.051 1 582 26 B33 1.0249
I FreviousScore 60 066 5472 1 015 1174 1.032 1.335 ]
FsychDegree(1) 668 1.003 A43 1 506 1.850 273 13.938
Constant -5.611 4493 1.295 1 255 004

a. Variable(s) entered on step 1: Interest, PreviousScore, PsychDegree.

This table tells us which predictors are significant. Only Previous score is a significant predictor (p
< .05)

In logistic regression, Exp(B) is commonly used to interpret results, and is expressed as an odds
ratio

In other words, an increase of 1 unit in Previous score results in a 17.4% more chance of enrolling
in the masters program (1.174 — 1 =.174, meaning .174 above 1)

The other statistics (e.g., B, Wald, 95% Cl) can also be reported in the writeup



Write-Up

An example write-up can be found on page 228 in

Allen, P., Bennett, K., & Heritage, B. (2019). SPSS Statistics:
A Practical Guide (4th ed.). Cengage Learning.



Questions?

learningcentre-singapore@jcu.edu.au




