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Find out the difference...
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Learning Vs Reading

Learning Reading

Gain Knowledge from Experience...
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Human Vs Machine OIS

| can learn everything
automatically from

experiences.

Can u learn?

Machine

Yes, | can also learn
from past data with the
help of Machine learning ./,
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Machine Learning

Aspect Definition I T
ARTIFICIAL INTELLIGENCE . .
Data Science Interdisciplinary field for
extracting knowledge from
data.
MACHINE LEARNING
Machine Learning Subset of Al that enables
(ML) systems to learn from data.
DEEP LEARNING
' Artificial Intelligence Broad concept of creating
7 (AD) intelligent machines.
'ANALTICS & DATA SCIENCE
Deep Learning Specialised ML using deep
neural networks to analyse
complex data.
Big Data Extremely large datasets
require specialised
processing and analysis
Name Class Phone No
tools.
A AIML 12345
B MCA Female
12 MBA 14567
Noise
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Definition & Applications of Machine Learning &

~—

Machine learning I1s a subfield of

artificial intelligence that (" Healthcare ) (" Automobile ) [ Transportation )

1. Uses algorithms trained on data sets

to create models that enable

machines to perform tasks

2. Broadly defined as the capability of a
machine to imitate intelligent human

behavior.
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Real case-Examples

FITS IS

Web search E-commerce

Social networks

Information [~ \ =] =
E \\\\
: S \\ S
Extraction =
Finance

- Space exploration

Debugging software Robotics
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Why Learning?

“Learning IS any process by which a system improves
performance from experience.”

- Herbert Simon

Why do we need to care about machine learning?

A breakthrough in machine learning would be worth ten
Microsoft.

— Bill Gates, Former Chairman, Microsoft
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Machine Learning-Introduction

Definition by Tom Mitchell (1998):

Machine Learning is the study of algorithms that
* Improve their performance P

e atsome task T

* Wwith experience E.

A well-defined learning task is given by <P, T, E>.

10/22
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Difference between Traditional Programming and _ -
Machine Learning T

Traditional modeling:

Handcrafted
model

Prediction

Machine Learning:

ExDected Computer

Result

Learning

Computer
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Key Elements of Machine Learning: Three
components

1. Representation: how to represent knowledge.
1.Examples decision trees, sets of rules, instances, graphical models, neural

networks, support vector machines, model ensembles and others.

2.Evaluation: the way to evaluate candidate programs (hypotheses).

1.Examples accuracy, prediction and recall, squared error, likelihood.

3.Optimization: the way candidate programs are generated known as the search

Process. Data storage Abstraction Generalization Evaluation
< j/,_~\J/""\x,,_\\\ . ,
Data —L COHCCP[S/_} Inferences | 5 >
— - .
- - \'/\./\_ \_—/"—\
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1.Start Loop
1.Understand the domain, prior knowledge and goals.
2.Data integration, selection, cleaning and pre-processing
3.Learning models.
4.Interpreting results.

5.Consolidating and deploying discovered knowledge.

2.End Loop

Machine Learning in Practice

UNKNOWN TARGET FUNCTION
FaX =Y

(i | ~f 1 arnreoval far |
( ideal credit approval fl_'. muia)

l ¥n = f(Xn)

TRAINING EXAMPLES
(X'],_V]), (XZ) y2), ¢ !(X"'-' sy"'-')

(historical records of credit customers)

N
a

HYPOTHESIS SET
H

(set of candidate formulas)
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FINAL

g=f

HYPOTHESIS

I B 5 |
(learned credit approval formula)
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Types of Learning

supervised learning TSI IO TS

1.Supervised Learning Input data
2.Unsupervised Learning ? Prediction
i i Ry Its an
3.Reinforcement Learning apple
Annotations Model
Reinforced
response These are
Wrén ! ‘ its an apples
n:gsn;o _ its a.? Noted! Ap;)le ﬁ ?

Apple
' unsupervised learning
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Input

1.Learn by examples

2.Learn by observation
3.Learn by mistakes
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Supervised Learning

o

i

1.Machines are trained using well "labelled" training data
2. Based on training data, machines predict the output.

3.Labelled data: Input data already tagged with correct output

4. Definition: Supervised learning Is a process of providing input data as well as correct output

data to the machine learning model. Real Use Case

1. Risk Assessment
2.lmage classification

3. Fraud Detection
4.Spam filtering, etc
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How Supervised Learning Works?

Labeled Data
|
A
AL

Lables

()

Hexagon Square
Triangle

FITS IS

Prediction Square
t'.r > L)
> !.i 1y
A Triangle

Model Training

Test Data

Introduction-Types of Learning/23CAT702-Machine Learning/Nandhini/ASP/MCA/SNSCT 16/22



Types of Supervised Learning

O
) o
e

INSTZ P,

1.Classification: Used to predict/Classify the discrete values such as Male or Female, True
or False, Spam or Not Spam,

2.Regression: Used to predict the continuous values such as price, salary, age, etc

Regression

What is the temperature going to
be tomorrow?

7773

PREDICTION

Fahrenheit .
O

, Classification
~ Will it be Cold or Hot tomorrow?

0.5 -04 03 02 0.1 0 0.1 0.2 20 30 40 50 60 70 80 90 100

PREDICTION

Classification Regression
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Unsupervised Learning

-
) o
s

P - : QLTS5 11577%
1. The training data will be unlabelled for Unsupervised

Machine Learning Algorithms.

2. The clustering of data into a specific group will be done on

the basis of the similarities between the variables.

1. Clustering
2. Association Problems

Interpretation Algorithm Processing
» (O
e
ﬂ?. ﬂ?. « Unknown Output

+ No Training Data Set
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Clustering Vs Association Rule Mining

LI LIS

Unsupervised Learning

Clustering Association
Grouping customers by purchasing People that buy X tend to buy Y

behavior People that buy A+B tend to buy C

J *ii’i
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Reinforcement Learning

1. Trains a machine to take suitable actions and

agent

maximize Its rewards in a particular situation.

actions
_—

2. It uses an agent and an environment to \ﬁ —

observations

&
produce actions and rewards.
Applications
1. Gaming industry
2. Robotics
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Reinforcement Learning — How It
works?

“Areward

SIS

Internal state

£ :
learning rate o
inverse temperature 3
\discount rate

J

observation
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