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Machine Learning
Process

[Data Collection
Machine learning workflow refers to the series of stages or
[Dat“ EEepatson steps involved in the process of building a successful
@ R machine learning system
Choosing Learning '

Algorithm
\ J

[ Training Model

Evaluating Model
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Data Collection

INSTIEEE P ey

1. Data s collected from different sources. ka g g I e
2. The type of data collected depends upon the type of desired
project.

3. Data may be collected from various sources such as files,
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databases etc.

4. The quality and quantity of gathered data directly affects the

accuracy of the desired system U c I rVi n e
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Data Preparation/Cleaning

i

1. Data preparation is done to clean the raw data.
2. Data collected from the real world is transformed to a clean

dataset.

3. Raw data may contain missing values, inconsistent values,

duplicate instances etc.

_ L Methods to remove noise
4. So,raw data cannot be directly used for building a model.

1. Ignoring the missing values
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100122014 Joseph 21 3.5 Junior . . . . .
P 2. Removing instances having missing values from the dataset.
100232015 Patrick 00 3.2 Sophomore
G0 TzR0 Seller 24 |30 | .Senior 3. Estimating the missing values of instances using mean, median c
100342013 Roger 23 A Senior
100942012 Davis S 3.7 Sophomore mode.
Travis 23 3.4
100982015 Alex 27 Sophomore 4. Removing duplicate instances from the dataset.
100982013 Trevor 4.0 Senior o _
_AUC2016XC  JEVuEl 30 |35 5. Normalizing the data in the dataset.

{ Missing Data ] Inconsistent Data
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The best performing learning algorithm is researched.

[t depends upon the type of problem that needs to solved
and the type of data we have.

If the problem is to classify and the data is labeled,
classification algorithms are used.

If the problem is to perform a regression task and the data
is labeled, regression algorithms are used.

If the problem is to create clusters and the data is

unlabeled, clustering algorithms are used.

Learning Algorithms

* Linear
* Polynomial

e SVD
* PCA
* K-means

¢ KNN * Apriori . !
 Trees e EP-Growth Categorical !

e Logistic Regression

* Naive-Bayes
e SVM y %‘ ‘ Model

27/01/2025 ML Process/23AMB201-Machine Learning/Nandhini/ASP/MCA/SNSCT

6/10



Learning Algorithms: Use case

Machine
Learning

Supervised Unsupervised Reinforcement
(Learning by examples) (Learning by observation) (Learning from mistakes)
Classification Clustering Example
Disease detection Search engines Self-driving car
Email spam detection Face recognition Gaming Al
Image classification Targetted marketing Robot navigation
Bank loan prediction Recommender system Inventory management

Finance sector
Regression Association Rule Mining
House price prediction Market basket analysis
Stock price prediction Medical diagnosis

Census data
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Training Model

The model is trained to improve its ability.

The dataset is divided into training dataset and testing
dataset. (Training and Testing split is order of 80/20
or 70/30)

It also depends upon the size of the dataset.

Training dataset is used for Learning purpose.

Testing dataset is used for the Evaluating purpose.

Training dataset is fed to the learning algorithm. Training Data Set ——!

The learning algorithm finds a mapping between the

Learning
Algorithm

input and the output and generates the model.
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Evaluating Model & Prediction

1. It allows to test the model against data that has never been used

Testing Data Set

before for training. l
2. Metrics such as accuracy, precision, recall etc are used to test the
performance. Model
3. If the model does not perform well, the model is re-built using
different hyper parameters. l L
4. The accuracy may be further improved by tuning the hyper Output e f;;,
parameters.

The built system is finally used to do something
useful in the real world.
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