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for Machine Learning
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What is probability?

7 Heads
: Heads
1. The ratio of the number of favourable outcomes to N Tails
the total number of outcomes of an event is defined
. A Heads
as probability. Tails {__
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1. Classical Probability
2. Empirical Probability
3. Subjective Probability

4. Axiomatic Probability

31/01/2025

Types of Probabilities

INSS LTI

Number of favorable outcomes
Total number of possible outcomes

Classical Probability Formula: P(A) —

Outcomes in a sample space _
Naive Bayes

Number of times event A ocours
Total number of trials

Empirical Probability P(A)

Observed data or historical frequencies classification or regression tasks

Subjective Probability

Personal jJudgment, experience Reinforcement learning

Axiomatic Probability P(AUB) = P(A) + P(B)

set of axioms (rules) Bayesian networks, hidden Markov models
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Example

B C

Age  |income |Student Creadit Rating |[Buys Computer

2 [==30 Thigh no
3 [==30 |high no
4 [31-40 high no
5 (=40 medium no
6 [=40 low yes
7 (=40  low yes
g [31-40 low yes
g |==30 'medium no
10 1<=30 low yes
11 [»40 medium yes
12 [==30 medium yes
13 13140 medium no
14 |31-40 high yes
15 |>40 medium no
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Statistics for Machine Learning

Core component of data analytics and machine

learning. It helps you analyze and visualize data to

find unseen patterns
Functions:

1. Collecting

2. Analyzing

3. Interpreting

4. Visualizing Data
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Standard deviation measures
how far apart numbers are in a
data set. Variance, on the other
hand, gives an actual value to
how much the numbers in a

data set vary from the mean.

INSTIIEPPE )y 5

sum of all values
Mear =
fotal number of values
Median = nmuddle values (when the
data are arranged
% order)
Mode = most commaon value

Example: 5,9,4,7,8,6,3,5,5,6

Find Mean, Median, Mode
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