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UNIT 3
CLASSIFICATION OF RANDOM PROCESSES

Two marks

1. Define Random processes and give an example of a random process.
A Random process is a collection of R.V {X'(s.7)}that are functions of a real

variable namely time t where s S and reT
Example:

X(r) = Acos(owf + 8) where € is uniformly distributed in (0. 27) where A and @ are
constants.

2. State the four classifications of Random processes.
The Random processes is classified into four types
(1)Discrete random sequence
If both T and S are discrete then Random processes is called a discrete
Random sequence.
(i))Discrete random processes
If T is continuous and S is discrete then Random processes is called a
Discrete Random processes.
(111))Continuous random sequence
If T is discrete and S is continuous then Random processes is called a
Continuous Random
sequence.
(iv)Continuous random processes
If T &S are continuous then Random processes is called a continuous

Random processes.
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3. Define stationary Random processes.
If certain probability distributions or averages do not depend on t, then the random
process {X()}is called stationary.

4.Define first order stationary Random processes.
A random processes {X(f)}is said to be a first order SSS process if
f(x,.t, +8) = f(x,.t,) (i.e.) the first order density of a stationary process {X(r)} is
independent of time t

5.Define second order stationary Random processes
A RP {X(t)} is said to be second order SSSif f(x,.x,.t,.t,) = f(x,.X,.t, + h.t, + h)
where f(x,.x,.t,.t,)is the joint PDF of {X(¢,). X(t,)}.

6.Define strict sense stationary Random processes
Sol: ARP {X(#)} is called a SSS process if the joint distribution

X ()X (5 X (#5)eee X(¢,) 1s the same as that of
X, +M)X(t, + ) X(t, +h)........ X(t, +h)foralls .t,.1,......... t,and h >0 and for n = 1.

7.Define wide sense stationary Random processes
A RP {X(1)}is called WSS if E{X(r)} is constant and E[X ()X (r+1)]=R_(r)

(i.e.) ACF 1s a function of 7 only.

8.Define jointly strict sense stationary Random processes
Sol: Two real valued Random Processes {X(#)}and {¥(¢)} are said to be jointly stationary
in the strict sense if the joint distribution of the {X'(r)}and {¥(r)} are invariant under
translation of time.

9. Define jointly wide sense stationary Random processes

Sol: Two real valued Random Processes {_Y(r)}and {Y(r) } are said to be jointly stationary
in the wide sense if each process is individually a WSS process and R, (r,.7,) is a function
of ,.t, only.

10. Define Evolutionary Random processes and give an example.
Sol: A Random processes that is not stationary in any sense is called an
Evolutionary process. Example: Poisson process.
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1. 'When is a random process said to be ergodic? Give an example
Answer: A R.P {X(1)} 1s ergodic if 1ts ensembled averages equal to appropriate time
averages. Example: X(7) = Acos(or +60) where € 1s uniformly distributed in (0,27) 1s

mean ergodic.
12. Define Markov Process.

Sol: Iffor #, <ty <t; <ty
PX(t)=x/X(t,)=x.X(t,) =X,y Y(t)=x)=PX()<x/X(t)=x,)

Then the process {X (7)}is called a Markov process.

<t, <t then

13. Define Markov chain.
Sol: A Discrete parameter Markov process is called Markov chain.

1. Define one step transition probability.
Sol: The one step probability Pl.l"” =a, /X, = ar.J 1s called the one step probability from

the state @, to a,at the »™ step and is denoted by P, (n —1.1)

19.  Consider a Markov chain with two states and transition probability matr

3/4 1/4
= F / }.Find the stationary probabilities of the chain.

/2 12
_ 3/4 1/4
Sol: (:z'l.;rg}Lf2 11“3} =(m,.7,) T+, =1
i;’T1+ﬂ-—2="'T1:3>;T1_ﬂ:2:0- .'.?lezfl'-}
; » 4 2 )
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